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What is question answering?

Answer (A)Question (Q)

The goal of question answering is to build systems that automatically
answer questions posed by humans in a natural language

The earliest QA systems	
dated back to 1960s!

(Simmons et al., 1964)

3



Question answering: a taxonomy

Answer (A)Question (Q)
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• What information source does a system build on?
• A text passage, all Web documents, knowledge bases, tables, images..

• Question type
• Factoid vs non-factoid, open-domain vs closed-domain, simple vs compositional, ..

• Answer type
• A short segment of text, a paragraph, a list, yes/no, …



Lots of practical applications
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The World of Question Answering

7

Question Answering produces Answers to Natural Language Questions based on 
Knowledge Resources.

● Knowledge Resources
○ Unstructured texts (SQuAD)
○ Knowledge Graphs (Freebase)
○ Tables (WikiTableQuestions)
○ Relational Databases (WikiSQL, Spider)
○ Multimodal (VQA, MultiModalQA)
○ Common Sense (CommonsenseQA)
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○ Answerable (SQuAD 1.0) vs Unanswerable (SQuAD 2.0)  vs Ambiguous (AmbigQA)
○ Factoid vs Explanatory (ELI5)
○ Single-Turn vs Multi-Turn (SQA) vs Conversational (QuAC, CoQA, CoSQL)

● Answers
○ Short-form: Extractive, Multiple Choice, Yes/No
○ Long-form: Abstractive (NarrativeQA, Natural Question), Open-domain Long-form QA (ELI5)



The World of Question Answering
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Question Answering produces Answers to Natural Language Questions based on 
Knowledge Resources.

● Knowledge Resources
○ Unstructured texts (SQuAD, Natural Questions)
○ Knowledge Graphs (Freebase)
○ Tables (WikiTableQuestions)
○ Relational Databases (WikiSQL, Spider)
○ Multimodal (VQA, MultiModalQA)
○ Common Sense (CommonsenseQA)



Reading comprehension (MRC)	⬅
How to answer questions over a single passage of text

Open-domain (textual) question answering
How to answer questions over a large collection of documents

QA	based	on	unstructured	Text



CNN/Daily Mail (Hermann et al. 2015)
● Cloze Style (fill-in-the-blank) Questions
● Use the summarized bullet points of the news article to create questions
● Anonymize the entities to prevent model from using co-occurrence of entities to answer 

the question.
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https://arxiv.org/pdf/1506.03340.pdf
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https://arxiv.org/pdf/1506.03340.pdf


A Thorough Examination of CNN/Daily Mail (Chen et al., 2016)

● AttentiveReader
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https://aclanthology.org/P16-1223.pdf


SQuAD (Rajpurkar et al., 2016)
Stanford Question Answering Dataset (SQuAD)

● 100,000 Questions over 500 Wikipedia 
articles.

● Answer to every question is a segment of 
text, or span, from the corresponding 
reading passage.
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https://rajpurkar.github.io/SQuAD-explorer/

https://arxiv.org/pdf/1606.05250.pdf


SQuAD 2.0 (Rajpurkar et al., 2018)
Know What You Don’t Know: Unanswerable 
Questions for SQuAD.

50,000 unanswerable questions written 
adversarially by crowdworkers to look similar 
to answerable ones.

To do well on SQuAD 2.0, systems must not 
only answer questions when possible, but 
also determine when no answer is supported 
by the paragraph and abstain from 
answering.
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https://rajpurkar.github.io/SQuAD-explorer/

https://arxiv.org/pdf/1806.03822.pdf


Tesla was the fourth of five children. He had an older brother	
named Dane and three sisters, Milka, Angelina and Marica.
Dane was killed in a horse-riding accident when Nikola was	
five. In 1861, Tesla attended the "Lower" or "Primary" School	
in Smiljan where he studied German, arithmetic, and	
religion. In 1862, the Tesla family moved to Gospić, Austrian	
Empire, where Tesla's father worked as a pastor. Nikola	
completed "Lower" or "Primary" School, followed by the	
"Lower Real Gymnasium" or "Normal School."

Q: What language did Tesla study while in school?	

A: German

Reading comprehension (MRC)
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Reading comprehension: building systems to comprehend a passage of text and	
answer questions about its content (P, Q)àA



Reading comprehension (MRC)

Kannada language is the official language of Karnataka and	
spoken as a native language by about 66.54% of the people	
as of 2011. Other linguistic minorities in the state were Urdu	
(10.83%), Telugu language (5.84%), Tamil language
(3.45%), Marathi language (3.38%), Hindi (3.3%), Tulu
language (2.61%), Konkani language (1.29%), Malayalam	
(1.27%) and Kodava Takk (0.18%). In 2007 the state had a	
birth rate of 2.2%, a death rate of 0.7%, an infant mortality	
rate of 5.5% and a maternal mortality rate of 0.2%. The total	
fertility rate was 2.2.

Q: Which linguistic minority is larger, Hindi or Malayalam?	

A: Hindi

Reading comprehension: building systems to comprehend a passage of text and	
answer questions about its content (P, Q)àA
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Why do we care about this problem?

• Useful for many practical applications
• Reading comprehension is an important testbed for evaluating how well computer systems	
understand human language
• Wendy Lehnert 1977: “Since questions can be devised to query any aspect of text	
comprehension, the ability to answer questions is the strongest possible demonstration of	
understanding.”

• Many other NLP tasks can be reduced to a reading comprehension problem:

Information extraction
(Barack Obama, educated_at, ?)

Question: Where did Barack Obama graduate from?

Passage: Obama was born in Honolulu, Hawaii.	After
graduating from Columbia University in 1983,	he
worked as a community organizer in Chicago.

(Levy et al., 2017)

Semantic role labeling
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(He et al., 2015)



BiDAF: Bidirectional Attention Flow (Seo et al., 2017)
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https://arxiv.org/pdf/1611.01603.pdf


LSTM-based vs BERT models

Image credit: (Seo et al, 2017) Image credit: J & M, edition 3
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Recap: seq2seq model with attention

• Instead of source and target sentences,	
we also have two sequences: passage and	
question (lengths are unbalanced)

• We need to model which words in the	
passage are most relevant to the	
question (and which question words)
Attention is the key ingredient here, similar to which	
words in the source sentence are most relevant to
the current target word…

• We don’t need an autoregressive decoder to	
generate the target sentence word-by-word.	
Instead, we just need to train two classifiers to	
predict the start and end positions of the answer!
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BiDAF: the Bidirectional Attention Flow model
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(Seo et al., 2017): Bidirectional Attention Flow for Machine
Comprehension



BiDAF: Encoding
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BiDAF: Attention

• Context-to-query attention: For each context word, choose the most relevant words	
from the query words.
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(Slides adapted from Minjoon Seo)



BiDAF: Attention

• Query-to-context attention: choose the context words that are most relevant to	
one of query words.
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(Slides adapted from Minjoon Seo)



BiDAF: Attention
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BiDAF: Modeling and output layers
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BiDAF: Performance on SQuAD

This model achieved 77.3 F1 on SQuAD v1.1.

• Without context-to-query attention⟹ 67.7 F1

• Without query-to-context attention⟹ 73.7 F1

• Without character embeddings⟹ 75.4 F1

28
(Seo et al., 2017): Bidirectional Attention Flow for Machine Comprehension



BERT on Different Tasks
Question Answering
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BERT for reading comprehension

• BERT is a deep bidirectional Transformer encoder pre-trained on large amounts of text
(Wikipedia + BooksCorpus)

• BERT is pre-trained on two training objectives:
• Masked language model (MLM)
• Next sentence prediction (NSP)

• BERTbase has 12 layers and 110M parameters, BERTlarge has 24 layers and 330M parameters



Question = S e g m e n t A
Passage = S e g m e n t B
Answer = p r e d i c t i n g t w o
endpoints in segment B

Image credit: https://mccormickml.com/

BERT for reading comprehension



Question = Segment A
Passage = Segment B
Answer = predicting two endpoints in segment B

Image credit: https://mccormickml.com/

BERT for reading comprehension



Question = Segment A
Passage = Segment B
Answer = predicting two endpoints in segment B

Image credit: https://mccormickml.com/

BERT for reading comprehension
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• All the BERT parameters (e.g., 110M) as well as the
newly introduced parameters h s ta r t, h e n d (e.g., 768
x 2 = 1536) are optimized together for L .

• It works amazing well. Stronger pre-trained language	
models can lead to even better performance and	
SQuAD becomes a standard dataset for testing pre-
trained models.

F1 EM
Human performance 91.2* 82.3*
BiDAF 77.3 67.7
BERT-base 88.5 80.8
BERT-large 90.9 84.1
XLNet 94.5 89.0
RoBERTa 94.6 88.9
ALBERT 94.8 89.3

(dev set, except for human performance)

BERT for reading comprehension



• BERT model has many many more parameters (110M or 330M)	
BiDAF has ~2.5M parameters.

• BiDAF is built on top of several bidirectional LSTMs while BERT is built on top of	
Transformers (no recurrence architecture and easier to parallelize).

• BERT is pre-trained while BiDAF is only built on top of GloVe (and all the remaining	
parameters need to be learned from the supervision datasets).

Comparisons between BiDAF and BERT models

Pre-training is clearly a game changer but it is expensive..



Are they fundamentally different?
• BiDAF and other models aim to model the interactions between question and passage.
• BERT uses self-attention between the concatenation of question and passage =	
attention(P, P) + attention(P, Q) + attention(Q, P) + attention(Q, Q)

• Can	we	improve	BiDAF drawing	inspirations	from	BERT❓

Comparisons between BiDAF and BERT models



Are they fundamentally different?
• BiDAF and other models aim to model the interactions between question and passage.
• BERT uses self-attention between the concatenation of question and passage = 	
attention(P, P) + attention(P, Q) + attention(Q, P) + attention(Q, Q)

• (Clark and Gardner, 2018) shows that adding a self-attention layer for the passage	
attention(P, P) to BiDAF also improves performance.

Comparisons between BiDAF and BERT models

question passage



SQuAD 2.0 Leaderboard
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Is reading comprehension solved?
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Adversarial Examples for Evaluating Reading Comprehension 
Systems (Jia and Liang, 2017)

Create examples by inserting 
sentences to distract the computer 
systems.

In this adversarial setting, the 
accuracy of sixteen published models 
drops from an average of 75% F1 
score to 36%.

42

https://arxiv.org/abs/1707.07328
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https://arxiv.org/abs/1707.07328


Trick Me If You Can: Human-in-the-loop Generation of 
Adversarial Examples for Question Answering (Wallace et al., 
2018)
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https://arxiv.org/abs/1809.02701
https://arxiv.org/abs/1809.02701


What do Models Learn from Question Answering Datasets? 
(Sen et al., 2020)

Models trained on one dataset do not generalize well on the others.
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https://arxiv.org/pdf/2004.03490.pdf


Beyond Accuracy: Behavioral Testing of NLP Models with 
CheckList (Ribeiro et al., 2020)
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https://arxiv.org/abs/2005.04118


NarrativeQA (Kočiský et al. 2018)
● Existing datasets have questions that 

can be solved by selecting answers 
using superficial information; can be 
solved by shallow pattern matching.

● Generative Question Answering: 
Generate an output (similar to Natural 
Language Generation).

● Answer questions on stories about 
books and movie scripts.
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https://aclanthology.org/Q18-1023/


ELI5: Long Form Question Answering (Fan et al., 2019)

Models must write multi-sentence answers given questions and supporting web 
documents.
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https://arxiv.org/pdf/1907.09190.pdf


ELI5: Long Form Question Answering (Fan et al., 2019)

Models must write multi-sentence answers given questions and supporting web 
documents.
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https://arxiv.org/pdf/1907.09190.pdf


Natural Questions (Kwiatkowski et al., 2019)

Visualization
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https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00276/43518/Natural-Questions-A-Benchmark-for-Question
https://ai.google.com/research/NaturalQuestions/visualization


Natural Questions (Kwiatkowski et al., 2019)
Questions consist of real anonymized, aggregated queries issued to the Google 
search engine.

An annotator is presented with a question along with a Wikipedia page from the 
top 5 search results, and annotates a long answer (typically a paragraph) and a 
short answer (one or more entities) if present on the page, or marks null if no 
long/short answer is present.

Visualization
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https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00276/43518/Natural-Questions-A-Benchmark-for-Question
https://ai.google.com/research/NaturalQuestions/visualization


Reading Wikipedia to Answer Open-Domain Questions (Chen et al., 2017)

Open-domain QA = Retriever + Reader

52

https://arxiv.org/abs/1704.00051


Reading comprehension (MRC)
How to answer questions over a single passage of text

Open-domain (textual) question answering⬅
How to answer questions over a large collection of documents

QA	based	on	unstructured	Text



Open-domain question answering

41

Answer (A)Question (Q)

• Different from reading comprehension, we don’t assume a given passage.

• Instead, we only have access to a large collection of documents (e.g., Wikipedia). We	don’t
know where the answer is located, and the goal is to return the answer for any	open-domain
questions.

• Much more challenging and a more practical problem!

• In contrast to closed-domain systems that deal with questions	under a speci5ic domain (medicine, technical
support).



Retriever-reader framework

Document	
Reader

Document	
Retriever

833,500

https://github.com/facebookresearch/DrQA

How many of Warsaw's inhabitants 
spoke Polish in 1933?

Chen et al., 2017. Reading Wikipedia to Answer Open-domain
Questions



Chen et al., 2017. Reading Wikipedia to Answer Open-domain
Questions

Retriever-reader framework

• Input: a large collection of documents 𝒟 = D1,D2, … , DN and Q
• Output: an answer string A

K is pre-defined (e.g., 100)
A reading comprehension problem!

• Retriever: f(𝒟 , Q) ⟶ P1, … , PK
• Reader: g(Q, {P1, …, PK})⟶ A

In DrQA,
• Retriever = A standard TF-IDF information-retrieval sparse model (a fixed module)
• Reader = a neural reading comprehension model that we just learned

• Trained on SQuAD and other distantly-supervised QA datasets

Distantly-supervised examples: (Q, A) (P, Q, A)



Wecantraintheretrievertoo

44Lee et al., 2019. Latent Retrieval for Weakly Supervised Open Domain Question Answering

• Joint training of retriever and reader

• Each text passage can be encoded as a vector using BERT and the retriever score can be
measured as the dot product between the question representation and passage representation.

• However, it is not easy to model as there are a huge number of passages (e.g., 21M in English Wikipedia)



We can train the retriever too

• Dense passage retrieval (DPR) - We can also just train the retriever using question-answer pairs!

• Trainable retriever (using BERT) largely outperforms traditional IR retrieval models

Karpukhin et al., 2020. Dense Passage Retrieval for Open-Domain Question Answering



We can train the retriever too

http://qa.cs.washington.edu:2020/

Karpukhin et al., 2020. Dense Passage Retrieval for Open-Domain Question Answering



Dense retrieval + generative models
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Recent work shows that it is beneNicial to generate answers instead of to extract answers.

Izacard and Grave 2020. Leveraging Passage Retrieval with Generative Models for Open Domain Question Answering

Fusion-in-decoder (FID) = DPR + T5



Large language models can do open-domain QA well

• ? ?

48Roberts et al., 2020. How Much Knowledge Can You Pack Into the Parameters of a Language Model?

no explicit IR



Conversational Question Answering
QuAC, CoQA, SParC, CoSQL

Multi-turn Questions

Answers depend on the context in dialogs
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https://arxiv.org/abs/1808.07036
https://arxiv.org/abs/1808.07042
https://arxiv.org/abs/1906.02285
https://arxiv.org/abs/1909.05378
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HotpotQA (Yang et al., 2018)

https://arxiv.org/abs/1809.09600
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HotpotQA (Yang et al., 2018)

https://arxiv.org/abs/1809.09600


HotpotQA (Yang et al., 2018)
Multi-hop Reasoning: Explicitly multisteps through the text.
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https://arxiv.org/abs/1809.09600


Question Decomposition
Multi-hop Reading Comprehension through Question Decomposition and 
Rescoring (Min et al., 2019)
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https://arxiv.org/abs/1906.02916


Commonsense QA 
CommonsenseQA: A Question 
Answering Challenge Targeting 
Commonsense Knowledge(Talmor et 
al., 2018)
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https://arxiv.org/abs/1811.00937
https://arxiv.org/abs/1811.00937


Numerical Reasoning QA 
DROP: A Reading Comprehension Benchmark Requiring Discrete Reasoning 
Over Paragraphs (Dua et al., 2019)

A system must resolve multiple references in a question, map them onto a 
paragraph, and perform discrete operations over them (such as addition, 
counting, or sorting).
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https://arxiv.org/abs/1903.00161


72



73



UnifiedQA (Khashabi et al., 2020)
UnifiedQA system: Crossing Format Boundaries With a Single QA System
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https://arxiv.org/pdf/2005.00700.pdf


New Directions in QA

75



Question Answering over Tables
Id Tourney Year Winner id … …
1 Australian Open 2018 3 … …

Ranking Points Player id Tours … …
1 9,985 3 11 … …

Id Name Nation Continent … …
1 Djokovic Serbia Europe … …
2 Osaka Japan Asia … …

Table 1: Matches

Table 2: Ranking

Table 3: Players

Q: Which European countries have players who
won the Australian Open at least 3 times?

Semantic Parser

SELECT T1.nation 
FROM players AS T1 JOIN matches AS T2       

ON T1.id = T2.winner_id 
WHERE T2.Tourney = “Australian Open” 

AND T1.continent = “Europe” 
GROUP BY T2.winner_id
HAVING COUNT(*) >= 3

WikiTableQuestion (Pasupat and Liang, 2015), SQA (Iyyer et al., 2017), WikiSQL (Zhong et al., 2017), Spider (Yu et al., 2018)

Answers are
● extractive
● factoid
● short-form

Switzerland
Serbia
...
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Knowledge Bases

Below is a symbolic knowledge base (Subject, Relation, Object)
Can we use LMs directly for QA? How?
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Language Models as Knowledge Bases (Petroni et al., 2019)

Pretrained Language models are pretrained on large amounts of text; do they 
already capture knowledge in Wikipedia etc? Can we use LMs directly for QA?
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https://arxiv.org/abs/1909.01066


Language Models as Knowledge Bases (Petroni et al., 2019)
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https://arxiv.org/abs/1909.01066


How Much Knowledge Can You Pack Into the Parameters of a 
Language Model? (Roberts et al. 2020)
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Close-book T5: Fine-tune Language models only with QA pairs without context 
such as documents.

https://arxiv.org/abs/2002.08910


Use Semiparametric Models to Retrieve Context
Semiparametric Methods in NLP: Decoupling Logic from Knowledge

84www.semiparametric.ml



REALM (Guu et al., 2020)
REALM: Retrieval-Augmented Language Model Pre-Training

These pre-trained models, such as BERT and RoBERTa, have been shown to memorize a surprising amount of world knowledge, 
such as “the birthplace of Francesco Bartolomeo Conti”, “the developer of JDK” and “the owner of Border TV”. … these models 
memorize knowledge implicitly — i.e., world knowledge is captured in an abstract way in the model weights …

Instead, what if there was a method for pre-training that could access knowledge explicitly, e.g., by referencing an additional 
large external text corpus, in order to achieve accurate results without increasing the model size or complexity?

85https://ai.googleblog.com/2020/08/realm-integrating-retrieval-into.html

https://arxiv.org/pdf/2002.08909.pdf
https://ai.googleblog.com/2018/11/open-sourcing-bert-state-of-art-pre.html
https://arxiv.org/abs/1907.11692
https://arxiv.org/pdf/1909.01066.pdf
https://en.wikipedia.org/wiki/Francesco_Bartolomeo_Conti
https://en.wikipedia.org/wiki/Java_Development_Kit
https://en.wikipedia.org/wiki/ITV_Border

